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What is machine learning?



What is machine learning?

The field of machine learning is concerned with the question of how to construct computer

programs that automatically improve with the experience.

Definition (Mohri et. al., 2012)

Computational methods that use experience to improve performance or to make accurate

predictions.

Definition (Mitchel 1997)

A computer program is said to learn

from training experience E

with respect to some class of tasks T

and performance measure P,

if its performance at tasks in T , as measured by P, improves with experience E .
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What is machine learning? (Example)

Example (Checkers learning problem)

Class of task T : playing checkers.

Performance measure P: percent of games won against opponents.

Training experience E : playing practice game against itself.

Example (Handwriting recognition learning problem)

Class of task T : recognizing and classifying handwritten words within images.

Performance measure P: percent of words correctly classified.

Training experience E : a database of handwritten words with given classifications.

Example (Robot driving learning problem)

Class of task T : driving a robot on the public highways using vision sensors.

Performance measure P: average distance travelled before an error.

Training experience E : a sequence of images and steering command recorded.
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Why we need machine learning?

We need machine learning because

1. Tasks are too complex to program

Tasks performed by animals/humans such as driving, speech recognition, image

understanding, and etc.

Tasks beyond human capabilities such as weather prediction, analysis of genomic data, web

search engines, and etc.

2. Some tasks need adaptivity. When a program has been written down, it stays unchanged.

In some tasks such as optical character recognition and speech recognition, we need the

behavior to be adapted when new data arrives.
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Types of machine learning

Machine learning algorithms based on the information provided to the learner can be classified

into three main groups.

1. Supervised/predictive learning: The goal is to learn a mapping from inputs x to outputs

y given the labeled set S = {(x1, t1), (x2, t2), . . . , (xN , tN)}. xk is called feature vector.

When ti ∈ {1, 2, . . . ,C}, the learning problem is called classification.

When ti ∈ R, the problem is called regression.

2. Unsupervised/descriptive learning: The goal is to find interesting pattern in data

S = {x1, x2, . . . , xN}. Unsupervised learning is arguably more typical of human and animal

learning.

3. Reinforcement learning: Reinforcement learning is learning by interacting with an

environment. A reinforcement learning agent learns from the consequences of its actions.
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Applications of machine learning

1. Supervised learning:

Classification:

Document classification and spam filtering.

Image classification and handwritten recognition.

Face detection and recognition.

Regression:

Predict stock market price.

Predict temperature of a location.

Predict the amount of PSA.

2. Unsupervised/descriptive learning:

Discovering clusters.

Discovering latent factors.

Discovering graph structures (correlation of variables).

Matrix completion (filling missing values).

Collaborative filtering.

Market-basket analysis (frequent item-set mining).

3. Reinforcement learning:

Game playing.

robot navigation.
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The need for probability theory

Probability theory can be applied to any problem involving uncertainty.

A key concept in machine learning is uncertainty. In machine learning, uncertainty comes

in many forms:

What is the best prediction about the future given some past data?

What is the best model to explain some data?

What measurement should I perform next?

Data comes from a process that is not completely known.

This lack of knowledge is indicated by modeling the process as a random process.

The process actually may be deterministic, but we don’t have access to complete

knowledge about it, we model it as random and we use the probability theory to analyze it.

The probabilistic approach to machine learning is closely related to the field of statistics,

but differs slightly in terms of its emphasis and terminology1.

1http://www-stat.stanford.edu/~tibs/stat315a/glossary.pdf
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Outline of course

1. Introduction to machine learning & probability theory

2. Supervised learning:

Linear models for regression

Classifiers based on Bayes decision theory

Linear & Nonlinear models for classification

Combining classifiers

Evaluating classifiers

Computational learning theory

3. Unsupervised/descriptive learning:

Feature selection & Feature extraction/dimensionality reduction

Clustering & clustering evaluation

4. Reinforcement learning:

Reinforcement model & model-based learning

Monte-carlo & Temporal difference methods

5. Advanced topics:

Statistical learning theory

Graphical models

Deep & semi-supervised & Active & online learning

Large scale machine learning
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Course evaluation

1. Evaluation:
Mid-term exam 25% 1402-01-30

Final exam 25%

Homework 30%

Quiz 10%

Paper & Project 10% Hard deadline for choosing paper: 1401-01-30

2. You must send the selected paper to Mrs. Mirbeygi with me as a cc.

3. Class Link: https://vc.sharif.edu/beigy

4. Course Website: http://sharif.edu/~beigy/14012-40717.html

5. TAs :

Mohaddeseh Mirbeygi
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Stages for classifying a pattern

The basic stages in design of a classification system.

Basic stages in design of a classification system

Introduction

The basic stages in design of a classification system.

Basic stages in design of a classification system

Patterns

Sensors

Feature generation

Feature selection/extraction

Classifier design

System evaluation

2/122
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Supervised learning

1. In supervised learning, the goal is to find a mapping from inputs X to outputs t given a

labeled set of input-output pairs

S = {(x1, t1), (x2, t2), . . . , (xN , tN)}.

S is called training set.

2. In the simplest setting, each training input x is a D−dimensional vector of numbers.

3. Each component of x is called feature, attribute, or variable and x is called feature vector.

4. In general, x could be a complex structure of object, such as an image, a sentence, an

email message, a time series, a molecular shape, a graph.

5. When ti ∈ {1, 2, . . . ,C}, the problem is known as classification.

6. In some situation, multiple classes are associated to each input x , and the problem is

called multi-label classification.

7. When ti ∈ R, the problem is known as regression.
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Supervised learning

Classification



Classification

1. In classification, the goal is to find a mapping from inputs X to outputs t, where

t ∈ {1, 2, . . . ,C} with C being the number of classes.

2. When C = 2, the problem is called binary classification. In this case, we often assume that

t ∈ {−1,+1} or t ∈ {0, 1}.
3. When C > 2, the problem is called multi-class classification.

Example (Two-dimensional game)

In this game, the teacher selects some points from a two dimensional plane via sampling.

Then labels them based on its situation with a pre-specified rectangle. When the sampled

point is in the rectangle, then the label is 1, otherwise the label is 0.
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A two-dimensional game

1. Each feature vector is labeled as

h(x) =

{
1 if the positive example

0 if the negative example

2. Each point in the training set is represented by an ordered pair (x , t) and the training set

containing

S = {(x1, t1), (x2, t2), . . . , (xN , tN)}.

3. Each label is generated from a concept c ∈ C, where C is called a concept class.

4. The training data now can be plotted in the 2-D space (x1, x2), where point i is a data

point and its label is given by ti .
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Classification (Cont.)

1. The learning algorithm should find a particular hypotheses h ∈ H to approximate C as

closely as possible.

2. The expert defines the hypothesis class H, but he can not say the values for a, b, c , d .

3. We choose H and the aim is to find h ∈ H that is similar to C. This reduces the problem

of learning the class to the easier problem of finding the parameters that define h.

4. Hypothesis h makes a prediction for an instance x in the following way.

h(x) =

{
1 if h classifies x as an instance of a positive example

0 if h classifies x as an instance of a negative example
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A two-dimensional game

1. After further discussion with experts and the analysis of the data, we believe that the

rectangle is in the form of (a ≤ x1 ≤ b) & (c ≤ x2 ≤ d).

2. The above equation assumes H to be a rectangle in 2-D space.

3. For suitable values a, b, c , d , the above equation fixes h ∈ H from the set of axis aligned

rectangles.
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Classification (Cont.)

1. In real life, we don’t know c(x) and hence cannot evaluate how well h(x) matches c(x).

2. We use a small subset of all possible values x as the training set as a representation of

that concept.

3. Empirical error (risk) is the proportion of training instances such that h(x) ̸= c(x).

EE (h|S) =
1

N

N∑
i=1

I [h(xi ) ̸= c(xi )]

4. When EE (h|S) = 0, h is called a consistent hypothesis with dataset S .

5. For family car, we can find infinitely many h such that EE (h|S) = 0. But which of them is

better than for prediction of future examples?

6. This is the problem of generalization, that is, how well our hypothesis will correctly classify

the future examples that are not part of the training set.
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Classification (Generalization)

1. The generalization capability of a hypothesis usually measured by the true error/risk.

ET (h|S) = Prob
x∼D

[h(x) ̸= c(x)] (1)
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Classification (Cont.)

Definition (Most specific hypothesis (hs))

The tightest/smallest rectangle that includes all positive examples and none of the negative

examples.

Definition (Most general hypothesis (hg))

The largest rectangle that includes all positive examples and none of the negative examples.

Definition (Version space)

Version space is the set of all h ∈ H between hs and hg .
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Classification (Cont.)

1. We assume that H includes C, that is there exists h ∈ H such that EE (h|S) = 0.

2. Given a hypothesis class H, it may be the cause that we cannot learn C ; that is there is no

h ∈ H for which EE (h|S) = 0.

3. Thus in any application, we need to make sure that H is flexible enough , or has enough

capacity to learn C.
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Multiple class classification

How extend two-class classification to multiple class classification?

< Back to Alex Krizhevsky's home page

The CIFAR-10 and CIFAR-100 are labeled subsets of the 80 million tiny images dataset. They were collected by
Alex Krizhevsky, Vinod Nair, and Geoffrey Hinton.

The CIFAR-10 dataset
The CIFAR-10 dataset consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. There are
50000 training images and 10000 test images. 

The dataset is divided into five training batches and one test batch, each with 10000 images. The test batch
contains exactly 1000 randomly-selected images from each class. The training batches contain the remaining
images in random order, but some training batches may contain more images from one class than another.
Between them, the training batches contain exactly 5000 images from each class. 

Here are the classes in the dataset, as well as 10 random images from each:
airplane

automobile

bird

cat

deer

dog

frog

horse

ship

truck

The classes are completely mutually exclusive. There is no overlap between automobiles and trucks. "Automobile"
includes sedans, SUVs, things of that sort. "Truck" includes only big trucks. Neither includes pickup trucks.

Download

If you're going to use this dataset, please cite the tech report at the bottom of this page. 
Version Size md5sum
CIFAR-10 python version 163 MB c58f30108f718f92721af3b95e74349a
CIFAR-10 Matlab version 175 MB 70270af85842c9e89bb428ec9976c926
CIFAR-10 binary version (suitable for C programs) 162 MB c32a1d4ab5d03f1284b67883e8d87530

Baseline results

You can find some baseline replicable results on this dataset on the project page for cuda-convnet. These results
were obtained with a convolutional neural network. Briefly, they are 18% test error without data augmentation and
11% with. Additionally, Jasper Snoek has a new paper in which he used Bayesian hyperparameter optimization to
find nice settings of the weight decay and other hyperparameters, which allowed him to obtain a test error rate of
15% (without data augmentation) using the architecture of the net that got 18%.

Other results

Rodrigo Benenson has been kind enough to collect results on CIFAR-10/100 and other datasets on his website;
click here to view.
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Regression

1. In regression, c(x) is a continuous function. Hence the training set is in the form of

S = {(x1, t1), (x2, t2), . . . , (xN , tN)}, tk ∈ R.

2. If there is no noise, the task is interpolation and our goal is to find a function f (x) that

passes through these points such that we have

tk = f (xk) ∀k = 1, 2, . . . ,N

3. In polynomial interpolation, given N points, we find (N − 1)st degree polynomial to

predict the output for any x .

4. If x is outside of the range of the training set, the task is called extrapolation.

5. In regression, there is noise added to the output of the unknown function.

tk = f (xk) + ϵ ∀k = 1, 2, . . . ,N

f (xk) ∈ R is the unknown function and ϵ is the random noise.
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Regression(cont.)

1. In regression, there is noise added to the output of the unknown function.

tk = f (xk) + ϵ ∀k = 1, 2, . . . ,N

x

t

0 1

−1

0

1

2. The explanation for the noise is that there are extra hidden variables that we cannot

observe.

tk = f ∗(xk , zk) + ϵ ∀k = 1, 2, . . . ,N

zk denotes hidden variables
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Regression(cont.)

1. Our goal is to approximate the output by function g(x).

2. The empirical error on the training set S is

EE (g |S) =
1

N

N∑
k=1

[tk − g(xk)]
2

3. The aim is to find g(.) that minimizes the empirical error.

4. We assume that a hypothesis class for g(.) with a small set of parameters.
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Model selection

1. The training data is not sufficient to find the solution, we should make some extra

assumption for learning.

Definition (Inductive bias)

The inductive bias of a learning algorithm is the set of assumptions that the learner uses to

predict outputs given inputs that it has not encountered.

2. One way to introduce the inductive bias is when we assume a hypothesis class.

3. Each hypotheses class has certain capacity and can learn only certain functions.

4. How to choose the right inductive bias (for example hypotheses class)? This is called

model selection.

5. How well a model trained on the training set predicts the right output for new instances is

called generalization.

6. For best generalization, we should choose the right model that match the complexity of

the hypothesis with the complexity of the function underlying data.
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Model selection (cont.)

1. For best generalization, we should choose the right model that match the complexity of

the hypothesis with the complexity of the function underlying data.

2. If the hypothesis is less complex than the function, we have underfitting

x

t

M = 1

0 1

−1

0

1
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Model selection (cont.)

1. If the hypothesis is more complex than the function, we have overfitting

x

t

M = 9

0 1

−1

0

1

2. There are trade-off between three factors

Complexity of hypotheses class

Amount of training data

Generalization error
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Model selection (cont.)

1. As the amount of training data increases, the generalization error decreases.

2. As the capacity of the models increases, the generalization error decreases first and then

increases.

M

E
R
M
S

 

 

0 3 6 9
0

0.5

1
Training
Test

3. We measure generalization ability of a model using a validation set.

4. The available data for training is divided to

Training set

Validation data

Test data
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Summary

1. The training set S

A set of N i.i.d distributed data.

The ordering of data is not important

The instances are drawn from the same distribution p(x , t).

2. In order to have successful learning, three decisions must take

Select appropriate model (g(x |θ))
Select appropriate loss function

EE (θ|S) =
∑
k

L(tk , g(x ; θ))

Select appropriate optimization procedure

θ∗ = argmin
θ

EE (θ|S)
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Text Books

1. Main books

Machine Learning
A Probabilistic Perspective

Kevin P. Murphy

“An astonishing machine learning book: intuitive, full  
of examples, fun to read but still comprehensive, 
strong, and deep! A great starting point for any univer-
sity student—and a must-have for anybody in the field.”
Jan Peters, Darmstadt University of Technology;  
Max-Planck Institute for Intelligent Systems

“Kevin Murphy excels at unraveling the complexities  
of machine learning methods while motivating the 
reader with a stream of illustrated examples and 
real-world case studies. The accompanying software 
package includes source code for many of the figures, 
making it both easy and very tempting to dive in and 
explore these methods for yourself. A must-buy for 
anyone interested in machine learning or curious 
about how to extract useful knowledge from big data.”
John Winn, Microsoft Research

“This is a wonderful book that starts with basic topics 
in statistical modeling, culminating in the most ad-
vanced topics. It provides both the theoretical foun-
dations of probabilistic machine learning as well as 
practical tools, in the form of MATLAB code. The book 
should be on the shelf of any student interested in the 
topic, and any practitioner working in the field.”
Yoram Singer, Google Research

“This book will be an essential reference for practitio-
ners of modern machine learning. It covers the basic 
concepts needed to understand the field as a whole, 
and the powerful modern methods that build on those 
concepts. In Machine Learning, the language of prob-
ability and statistics reveals important connections be-
tween seemingly disparate algorithms and strategies. 
Thus, its readers will become articulate in a holistic 
view of the state-of-the-art and poised to build the next 
generation of machine learning algorithms.”
David Blei, Princeton University
 

machine learning

Machine Learning
A Probabilistic Perspective
Kevin P. Murphy

Today’s Web-enabled deluge of electronic data calls for 
automated methods of data analysis. Machine learning 
provides these, developing methods that can automatically 
detect patterns in data and use the uncovered patterns to 
predict future data. This textbook offers a comprehensive 
and self-contained introduction to the field of machine 
learning, a unified, probabilistic approach. 

The coverage combines breadth and depth, offering 
necessary background material on such topics as probabili-
ty, optimization, and linear algebra as well as discussion of 
recent developments in the field, including conditional ran-
dom fields, L1 regularization, and deep learning. The book 
is written in an informal, accessible style, complete with 
pseudo-code for the most important algorithms. All topics 
are copiously illustrated with color images and worked 
examples drawn from such application domains as biology, 
text processing, computer vision, and robotics. Rather than 
providing a cookbook of different heuristic methods, the 
book stresses a principled model-based approach, often 
using the language of graphical models to specify mod-
els in a concise and intuitive way. Almost all the models 
described have been implemented in a MATLAB software 
package—PMTK (probabilistic modeling toolkit)—that is 
freely available online. The book is suitable for upper-level 
undergraduates with an introductory-level college math 
background and beginning graduate students.  

Kevin P. Murphy is a Research Scientist at Google. Previ-
ously, he was Associate Professor of Computer Science 
and Statistics at the University of British Columbia.

Adaptive Computation and Machine Learning series

The MIT Press
Massachusetts Institute of Technology
Cambridge, Massachusetts 02142
http://mitpress.mit.edu

978-0-262-01802-9

The cover image is based on sequential Bayesian updating  

of a 2D Gaussian distribution. See Figure 7.11 for details.

ii

2. Other useful books are

Tom M. Mitchell, Machine Learning, (Mitchell 1997)

E. Alpaydin, Introduction to Machine Learning, (Alpaydin 2014)

T. Hastie, R. Tibshirani, and J. Friedman, The Elements of Statistical Learning: Data

Mining, Inference and Prediction, (Hastie, Tibshirani, and Friedman 2009)

C. Szepesvari, Algorithms for Reinforcement Learning(Szepesvari 2010)
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Relevant journals

1. IEEE Trans on Pattern Analysis and Machine Intelligence

2. Journal of Machine Learning Research

3. Pattern Recognition

4. Machine Learning

5. Neural Networks

6. Neural Computation

7. Neurocomputing

8. IEEE Trans. on Neural Networks and Learning Systems

9. Annuals of Statistics

10. Journal of the American Statistical Association

11. Pattern Recognition Letters

12. Artificial Intelligence

13. Data Mining and Knowledge Discovery

14. IEEE Transaction on Cybernetics (SMC-B)

15. IEEE Transaction on Knowledge and Data Engineering

16. Knowledge and Information Systems
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Relevant conferences

1. Neural Information Processing Systems (NIPS)

2. International Conference on Machine Learning (ICML)

3. European Conference on Machine Learning (ECML)

4. Asian Conference on Machine Learning (ACML2013)

5. Conference on Learning Theory (COLT)

6. Algorithmic Learning Theory (ALT)

7. Conference on Uncertainty in Artificial Intelligence (UAI)

8. Practice of Knowledge Discovery in Databases (PKDD)

9. International Joint Conference on Artificial Intelligence (IJCAI)

10. IEEE International Conference on Data Mining series (ICDM)
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Relevant packages and datasets

1. Packages:

R http://www.r-project.org/

Weka http://www.cs.waikato.ac.nz/ml/weka/

RapidMiner http://rapidminer.com/

MOA http://moa.cs.waikato.ac.nz/

2. Datasets:

UCI Machine Learning Repository http://archive.ics.uci.edu/ml/

StatLib http://lib.stat.cmu.edu/datasets/

Delve http://www.cs.toronto.edu/~delve/data/datasets.html
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Readings

1. Chapter 1 of Pattern Recognition and Machine Learning Book (Bishop 2006).

2. Chapter 1 of Machine Learning: A probabilistic perspective (Murphy 2012).

3. Chapter 1 of Probabilistic Machine Learning: An introduction (Murphy 2022).
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